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F-91400 Orsay, France

bCEA IRFU/DEDIP, 91191 Gif-sur-Yvette, France

Abstract

We introduced in a previous paper a time-dependent full-spectrum analysis

algorithm speeding up the estimation of the activity of the radionuclides present

in a sample. In this paper, we present a new version of the algorithm allowing

online estimation. It uses only on a buffer of few segments while keeping the

time information by using a time dependent regularization, thus reducing the

size of the data matrices and the length of the processing of each iteration. The

algorithm is optimized and tested on both simulated and measured spectra of

aerosol samples.

Keywords: gamma-ray spectrometry, model, full spectrum analysis, Poisson

statistics-based spectral unmixing, metrological analysis

1. Introduction

In the context of radiological surveillance and radioecology studies, the anal-

ysis by gamma-ray spectrometry of aerosol filter samples allows to detect ra-

dionuclides at very low level (lower than 1 µBq/m3 in the air ie less than 1 Bq

per sample) that are present in the environment among large concentrations of5

natural radionuclides. The rapid analysis of a gamma-ray spectrum as it is pro-

duced is a challenge in gamma-ray spectrometry as the measurement process

can be quite long (varying from 1 to 4 days). In fact, if one wants to anal-

yse the spectrum in the minutes after the aerosol filter is sampled the gamma
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Figure 1: The spectrum obtained at the beginning of the measurement (first 20 minutes after

the aerosol filter has been sampled) and the end of the week of measurement (last 4 hours).

The two spectra contain the same number of counts.

ray spectrum is dominated by the radon progenies that are short-lived radionu-10

clides. The routine method to analyse gamma ray spectrum, which generally

relies on peak-based analysis, struggles to cope with the complexity of such

spectra. For a precise analysis of low-level radionuclides, activity estimation is

generally performed at least one day after the filter has been sampled. This is

illustrated in figure 1, the blue signal is the spectrum of an aerosol filter sample15

time-integrated over the first 20 minutes after it has been sampled, it presents

a lot of peaks, mainly due to radon progeny. The orange spectrum is the one of

the same sample for a 4 hours long measurement after a week of decay.

This highlights that postponing the measurement long after the filter is

sampled allows for a more accurate analysis of low-level long-lived radionuclides.20

However, estimating the activity of the radionuclides composing the spectrum

as soon as possible is key in the context of radiation protection and emergency

preparedness, and we will illustrate later in this article that the observed delay

before measuring the samples and getting the first activity estimations can be

problematic in case of air contamination.25

The method introduced in this this paper is quite general. We will however

focus on the OPERA-Air network aerosol filter measurement as it is done in the

Environment Radioactivity Metrology Laboratory (IRSN/LMRE) and produces
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gamma ray spectra that contain a high complexity due to the radon progeny.

1.1. State of the art30

Quite formally, a gamma-ray spectrum is the histogram of the energy de-

posited by photons in the detector. The spectrum can be decomposed in various

components that originate from each radionuclide contained in the measured

sample. The contribution of each radionuclide is composed of sequence of en-

ergy peaks and their associated Compton continua (see Gilmore (2001) or Knoll35

(2010)). The analysis of gamma ray spectrum can be seen as the analysis of

these different components and the quantification of their contributions in the

total spectrum gives the activities of each radionuclides. The rapid analysis

of gamma-ray spectra is a difficult problem due to the potential complexity of

the spectra and the low level of the radionuclides of interest compared to the40

background and/or other radionuclides. For example the concentration of 137Cs

in the air is lower than 1 µBq/m3 while the 7Be level is at thousands of Bq/m3.

New methods to analyse the gamma ray spectra are shown to be valuable in

the case of the radiation protection and environment surveillance where complex

spectra are observed. In routine measurements the analysis is based on the peaks45

present in the spectrum thanks to Genie 2000 (see Mirion-Canberra (2016)) but

this method cannot cope with low level of activities and a delay has to be

observed before the measurement is done to let the radon progeny decay and

vanish from the spectrum. Moreover this method uses an approximation of the

Poisson noise inherent to the counting process and the exponential decay of the50

radionuclides leading to the gamma-ray spectra that is considered as gaussian,

this particularly impacts low level activity estimation where the Poisson noise

cannot be approximated by a gaussian noise. This peak based method has been

generalized to account for the Poisson noise in Kirkpatrick and Young (2009),

but despite of this improvement the complexity of the spectra and the possible55

overlapping of the components of the spectrum is still problematic in peak-based

analysis.

Using the full-spectrum information allows reducing the measurement time
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and gaining in sensitivity as proven in Hendriks et al. (2001). In André et al.

(2020) a new method based on the full spectrum analysis is proposed to deal with60

complex spectra containing a lot of radionuclides. Following these works the

method has been improved to include a model selection via a sparse algorithm

that allows to choose in a list of possible nuclides the ones that contribute to the

observed spectrum (see Xu et al. (2020), Xu et al. (2022a), Xu et al. (2022b)).

In Malfrait et al. (2023) a new method is proposed to estimate the activities65

as the measurement is processed by adapting the gamma-ray spectrum model

to temporal analysis allowing to get a quicker estimation of the activity of the

radionuclide composing the spectrum.

In the last years, new developments were made in the field of gamma-ray

spectrometry using Artificial Intelligence tools such as Convolutional Neural70

Networks (Turner et al. (2021), Chaouai et al. (2022)) or Generative Adversarial

Networks (de Oliveira et al. (2023)). In these articles the focus is on the creation

of a learning set of data via simulation and the performance assessment on

detection of radionuclides in different conditions like the presence of shielding,

in a complex or laboratory controlled environment. These new methods are75

easy to compute once the training is done, leading to online applications that

are fast without more development. On the other hand, these algorithms are

very sensitive to variations from the learning data sets to real measurements,

for example if the presence of a shielding affects the observed spectra or for low

statistics such as low activity or short measurements.80

Contributions. In this article we propose a new algorithm that allows online

estimation of the activities as the measurement of aerosol filter samples is done.

Thus drastically reducing the time to correctly estimate the activity of the

radionuclides composing the spectrum (1 min to detect a few Bq of activity).

This new analysis is based on the full spectrum unmixing and the multiplicative85

update algorithm showed in Malfrait et al. (2023) with a few tweaks allowing

to deal with large matrices of data.

Based on the previous work the aim is to generalize the algorithm to any
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number of time segments and to get an estimation of the activities in the sample

as soon as possible during the measurement process. To achieve this, we seek90

to reduce the size of the data matrices involved in the unmixing process and to

reduce the number of iterations needed to converge.

The improvement to the algorithm presented in Malfrait et al. (2023) will

be presented on simulations and on a real aerosol filter sample measured in our

laboratory. The detection of a few Bq of 123I in a filter sampled for 1 week95

and an air volume of 90 000 m3 after only a minute of measurement is achieved

thus proving the performances of the unmixing in the case of fast detection.

For 137Cs, which is hard to detect as its activity is at the level of the decision

threshold in the French environment, the detection is achieved after one day

and 12 hours, which is almost four times faster than previous results based on100

full spectrum analysis Xu et al. (2020).

2. Temporal spectral unmixing

As stated in the introduction, a gamma ray spectrum is an histogram of the

deposited photons in C channels representing the different energies. Following

André et al. (2020), it can be modelled as the linear combination of radionuclides105

spectral signatures. The content of each of the C channels of the spectrum can

be written:

∀c = 1, · · · , C; xc =

N∑
n=1

ϕncwn + δbc, (1)

yc ∼ Poisson(xc) (2)

The signal xc is the model spectrum without the Poisson noise coming from

the counting process of the detection and the exponential decay of the radionu-

clides : y is the measurement, ϕ is the matrix that contains the N signatures of110

each radionuclides in column. The vector wn is composed of the weights of each

of the radionuclides. The scalar δ is the duration of the measurement in seconds

and b is the background spectrum per second , it is the spectrum obtained for a
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1-second measurement on an empty detector, obtained by normalizing a weak

long measurement. As we focus on laboratory measurements the background is115

considered stable through the entire measurement (see Appendix A for details

on the experimental setup that provides the background stability). The mixing

weights, wn, are proportional to the activity of the radionuclides in the sample.

In fact, the mixing weights can be split in two factors following the radioactive

decay formula:120

∀n = 1, ·, N ;wn = an(0)ψn (3)

ψn =

∫ t1

t0

e−λntdt (4)

(5)

wn is the accumulated number of disintegrations obtained for a measurement

from t0 to t1. an(0) is the activity of the n-th radionuclide at t = 0, in the

following, it will be noted an, it is the quantity of interest we want to estimate.

λn is the decay constant of the n-th radionuclide.

Following Malfrait et al. (2023) the temporal model to explain the gamma-125

ray spectra obtained on consecutive time segments is the following :

X = Φ(Ψdiag(a)) +B

Y ∼ Poisson(X)
(6)

With:

• diag(a) being the matrix containing all the activities (a1, ..., aN ) of each

radionuclides at time t = 0 on its diagonal and 0 outside of its diagonal.

• X a C×S matrix, it is the base gamma ray spectrum without the Poisson130

noise, where S is the number of time segments considered.

• Φ a C×N matrix composed of the spectral signatures of the radionuclides

composing the spectrum. A spectral signature is the gamma ray spectrum
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obtained with the measurement of an activity of 1 Bq for 1 s. It is the

response of the detector with respect to the emission of a given radionu-135

clide. These signatures can be obtained from the measurement of single

radionuclide sources. However, these sources being hardly available for

some radionuclides, they are generally derived from simulations. In this

article, they have been simulated with MCNP-CP (see Berlizov (2012)),

the details of the detector and the simulations can be found in Appendix140

A.

• Ψ a N × S matrix containing the temporal information. It is the integral

of the radioactive decay model of the n-th radionuclide over each time

segment:

ψn,s =

∫ ts

ts−1

e−λntdt

• B is a C×S matrix representing the background spectrum of the detector.

This matrix can be decomposed into : B = δ.b where δ is the vector of the

segment duration in second and b is the normalized background spectrum

of the detector we use.145

• Y is the Poisson-noised version of X, the Poisson noise comes from the

counting process of the gamma-ray measurement.

In Malfrait et al. (2023), we introduced a time-dependent model for the

full spectrum analysis of gamma ray spectra with a corresponding algorithmic

scheme. We showed that accounting for the time dependency of consecutive150

measurement of the same aerosol filter sample fasten the estimation time, with

reducing uncertainties as the data are collected in time. This was achieved by

including the radioactive decay model in the spectral unmixing procedure. This

way, activity estimation can be performed from multiple time measurements at

once. Moreover, we showed that finely describing the decay chains could help in155

the estimation of low level radionuclides that would otherwise be slightly biased.

In fact as we are dealing with the radon progeny before its decay we have to take

into account multiple decay chains namely 214Pb/214Bi and 212Pb/212Bi/208Tl.
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In this article both chains are considered at equilibrium and each daughter

radionuclides adopts the period of its parent. The detailed model in the case160

of out of equilibrium chains and Bateman equation is needed can be found in

Malfrait et al. (2023).

The mathematical model presented in equation 6 allows to tackle the activity

estimation of the radionuclides as an inverse problem that can be solved using

the multiplicative update algorithm (see Lee and Seung (1999)).165

While satisfactory on a small number of time segments (e.g. 11 consecutive

measurements used in Malfrait et al. (2023)), applying this algorithm to a very

large number of segments in an online estimation scheme is problematic as

the data to be processed increase with time, and spectral unmixing has to be

performed each time a new measurement is collected. A dedicated algorithm is170

needed to perform spectral unmixing using temporal correlations on a fine time

sampling of the measurement.

2.1. Full spectrum analysis with time dependence

To account for the time decay of the radionuclides to perform time-dependent

processing, a new algorithm has been introduced in Malfrait et al. (2023), it is175

an extension of the full-spectrum analysis method proposed in André et al.

(2020). This algorithm is based on a multiplicative update scheme so that,

at each iteration k to k + 1, the activities of the radionuclides are updated

simultaneously as follows:

a(k+1)
sn = a(k)sn

∑C
c=1 ϕncysc/xsc∑M

c=1 ϕnc
, (7)

Where Ys = (ys1, ..., ysC) is the observed spectrum during the s-th segment180

and Xs = (xs1, ..., xsC) is the theoretical model as viewed in equation 6. The

multiplicative update is performed until convergence, which we define as :

∑
n(a

(k+1)
n − a(k)n )2∑
n a

(k)
n

2 ≤ ϵdiff (8)

ϵdiff is usually taken small (10−6 in this paper).
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This update allows us to minimise the following loss function in term of the

activities:185

L({ysc}s,c|{an}n) =
∑
s,c

xsc − ysc log(xsc) + log(ysc!) (9)

xs,c =

N∑
n=1

ϕc,nψn,san + δsb (10)

The algorithm thus aims at reducing the difference between the theoreti-

cal spectrum (Xs) and the observed one (Ys) in terms of the Kullback-Leibler

divergence (Kullback and Leibler (1951)).

The main aspects that we will focus on to reduce the computation time are

: (i) reduce the number of iterations while keeping a correct estimation of the190

activities and (ii) reduce the size of the matrix involved in the update so that

the computation can be done even with a really fine time segmentation and a

huge data matrix.

2.2. Reducing the size of the data matrix involved at each iteration

The main limitation of the time-dependent algorithm introduced in Mal-195

frait et al. (2023) is that, for s time segments, the size of the data matrix to

be analysed is equal to s × C. For a typical aerosol sample with about 16000

energy channels, jointly analysing a 100 time segments requires performing spec-

tral unmixing on matrix with more than a million entries. This first requires

a significantly important computational cost, and for a large number of time200

segments, an increasingly large matrix to be stored. In the context, both the

data matrix X and temporal model matrix Ψ grow in size.

In order to make online time-dependent spectral unmixing tractable, the pro-

posed approach consists in lowering the size to the matrix to be handled each

time a new time segment needs to be processed. For that purpose, we chose to205

set a maximum size to the matrix and to process the data as a buffer of fixed

size r. More precisely, the data matrix describing the observed spectra is :
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
| | ... |

x1 x2 ... xs

| | ... |


The buffer we propose to use instead is :

| | ... |∑s−r+1
k=1 xk xs−r+2 ... xs

| | ... |


If we were to build a small size buffer from few past time segments, the resulting

procedure would suffer from two main drawbacks:

• It would only account for the time decay of the radionuclides on a short210

duration, which would limit the efficiency of the unmixing process.

• For short-lived, the activity estimation procedure would become unstable

as their activity would quickly vanish.

To mitigate these two pitfalls, we add to the buffer the sum of the past mea-

surements from time segment 1 to s − r + 1. Formally, it will be stored in the215

first column of the buffer. This procedure allows limiting the instability of the

activity estimation of the short-lived radionuclides. This is illustrated in figure

2: if only the segments xs−r+1 to xs are used the activity estimation explodes

due to the vanishing activity of the short-lived radionuclides.

2.3. Regularising the activity estimation in time220

As we pointed out in the previous paragraph, performing spectral unmixing

on a small size buffer allows avoiding manipulating large data matrices but at

the cost of reducing the time interval on which time decay is exploited. From

a statistical viewpoint, processing numerous short-duration time segment also

entails that spectral unmixing will have to capture time-dependency from few225

time segments with potentially a low number of counts. This could also result
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Figure 2: The activity estimation of 208Tl with respect to the measurement time, which half

life is 10.6h (because it is considered at equilibrium with 212Pb)

in an unstable estimation of the activity in time.

To limit this source of instability, we propose to regularise the estimation of

the radionuclides in time by imposing a time-dependent regularisation: loss

function is altered so that the estimation of the activity for time segment s230

does not deviate too much from the last estimation produced at time s− 1. In

details, we add an extra term that limits some distance between the sought-

after activity at time s and its previous value at time s− 1. This results in the

following loss function:

L({ysc}s,c|{an}n) =
∑
s,c

xsc − ysc log(xsc) + log(ysc!) + β dist(as−1, a) (11)

The distance dist is chosen as the Kullback-Leibler divergence between the235

estimated spectrum at time s − 1 and the estimated spectrum at time s this

leads to:

dist(as−1, a) =
∑
s,c

xsc − xs−1,c log(xsc) + log(xs−1c!)

where xs−1,c =
∑N
n=1 ϕnψn,sas−1,n + δsb is the estimated spectrum using the

(s− 1)-th estimation of the activities.
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As a consequence, this choice allows for a simple multiplicative update step240

that is similar to the one we implemented in the original time-dependent spectral

unmixing algorithm.

The factor β is a regularisation parameter that controls the trade-off between

the new information carried by the measurement at time s and the past value

at time s − 1. In fact, if we set β = 0, the weight given to the past estimation245

is zero and the update is the same as in Malfrait et al. (2023). This would

lead to a less stable estimation of the radionuclides activity. If, on the other

hand, β is too large, the estimation will remain almost stationary from one time

step to another. This will affect the quality of the activity estimation since

the estimation will poorly benefit from the long measurement process and will250

focus only on the first time segment. This would result in a very slow and biased

estimation procedure.

The value of β needs to be optimised to get a good compromise between the

speed of the algorithm to the correct activity and the stability of the estimation

scheme in time. This will be detailed in section 3.255

In order to make explicit the resulting multiplicative update scheme with the

new regularised loss, we need to compute its derivative with respect to each an

is:

∂L({ysc}s,c|{an}n)
∂an

=
∑
s,c

(
ψsnϕnc −

ψsnϕncysc
xsc

)
+ (12)

β
∑
s,c

(
ψsnϕnc −

ψsnϕncx(s−1)c

xsc

)
(13)

where x(s−1)c = ψsnϕnca(s−1)n+ bsc. To obtain the update rule we have to zero

the derivative of this function with respect to each parameter as in Lee and260

Seung (1999). As the chosen quasi-distance is the Kullbach-Leibler divergence

we can see that the structure of both terms in equation 13 are similar, leading

to a compact update step that reads as :
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a(k+1)
n = a(k)n

∑
s,c ψnsϕcn.(ycs + βx

(s−1)
cs )/xsc

(1 + β)
∑
s,c ψnsϕcn

(14)

This new update step allows keeping the last activity estimation as a good265

starting point for the computation of the new one and forces the algorithm to

converge quicker to a new estimation.

2.4. Updating only the radionuclides that are still active in the incoming data

A last source of instability could originate from the estimation of the short-

lived radionuclides, when their activity becomes very low. In this case, keeping270

updating their activity is very likely to yield noise overfitting. To mitigate this

effect, we propose adopting an early stopping procedure for short half-lives.

In fact, on a week-long measurement with some radionuclides that have short

half-lives (eg. 214Pb with a half-life of 26.8 min), their contribution to the spec-

trum tends quickly to 0. Adding new time measurements does not bring more275

information to update their activity. Moreover, updating their activity will

tend to fit noise rather than actual physical contributions. Hence, we proposed

adding a stopping rule to estimation procedure of the radionuclides’s activity

for which we know that there are no counts in the incoming spectrum.

This stopping rule is defined as follows : if the expected contribution of a280

radionuclide is less than a fixed number of counts (ϵcounts), then the estimation is

not updated. The expected number of counts is obtained through the following

formula for any radionuclide n and any time segment s :

countn,s = ||ϕn||1.ψn,s.max(an,s−1, 1) (15)

This way of computing the expected number of counts ensures that the

radionuclides that have a very small activity (eg. 137Cs) are still being updated285

even if the number of counts that are due to them is low while leaving the

short-lived radionuclides out of the new estimation. Indeed, the contribution

of these radionuclides can be small but they are still valuable, and we want to
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estimate correctly their activities. Moreover, we will see in the next section (3)

that the estimation of the radionuclides that have a low activity can be null if290

we analyse only the first time segments and increase as time goes, and more

data are acquired.

This criterion allows us to focus only on the radionuclides that contribute

to the new measured spectrum while keeping the estimation fixed for the ra-

dionuclides that do not contribute any more. This combined, with the stopping295

criterion of the algorithm (see 8), contributes to keep the number of iterations

as low as possible as the number of coordinates of the activity estimation that

are updated is low and thus the difference between the estimation at time s− 1

and time s is null for some of them.

The different new tools that we developed are summarized in the following300

algorithm (1). If the buffer are used the matrices Ψ, Y and B are changed to

the corresponding reduced matrices.

3. Numerical evaluation of the online spectral unmixing algorithm

In this section, we focus on evaluating the performances of the proposed

online spectral unmixing algorithm on simulated data. We first start with the305

optimisation of the value of the regularisation parameter β, which plays a key

role to balance between estimation bias, speed and stability.

Indeed, as we can see in table 1, we simulate spectra with very close activities

to the one we observe on real aerosol filter samples. This way we can assess the310

performances of the unmixing algorithm on realistic simulations. The activity

of the different radionuclides varies from really low levels (few mBq) to high

activity (hundreds of Bq) as shown in table 1.

Thanks to the gamma-ray spectrum mathematical model (equation 6) we

can simulate any mixture of signatures and apply a random Poisson noise to315

create realistic simulations of gamma-ray spectrum on which we apply our al-

gorithm. The size of the buffer is fixed to 5 so that the computations are quick
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Algorithm 1 The proposed unmixing algorithm

Require: Y = (y1, ..., ys), Φ = (ϕ1, ..., ϕN ), Ψ =

(ψ1, ..., ψs), as−1, ϵcount, ϵdiff , B = (δ1b, ..., δsb), β, K

E = ∅

xs−1 ← Φ(Ψdiag(as−1)) +B

Diff ← ϵtol + 1

â = as−1

a = as−1

for i = 1, ..., N do

count← ||ϕi||1ψismax(ai,s−1, 1)

if count ≥ ϵcount then

E ← E ∪ {i}

end if

end for

k = 0

while Diff ≥ ϵdiff and k ≤ K do

k = k + 1

xs ← Φ(Ψdiag(a)) +B

for i in E do

âi ← ai

∑
s,c ψnsϕcn.(ycs+βx

s−1
cs )/xsc

(1+β)
∑

s,c ψnsϕcn

end for

Diff ←
∑N

n=1(ân−an)
2∑N

n=1 an
2

for i in E do

ai ← âi

end for

end while

return a

to perform and we can simulate a great number of Monte-Carlo repetitions for

each experiments. An energy and efficiency calibration step are done to better

simulate the detectors response to each of the radionuclide of interest (details320
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Radionuclide Half-life Simulated Estimated activity Estimated activity

(subgroup) activity after 1 min after a week

(Bq) (Bq) (Bq)

7Be (i) 53.22 d 150 159 ± 29 157 ± 16

22Na (ii) 2.60 y 0.02 0.49 ± 0.79 0.0284 ± 0.0033

40K (ii) 1.265 109 y 0.5 13 ± 10 0.511 ± 0.079

123I (iii) 13.22 h 2 2.13 ± 0.71 2.48 ± 0.27

137Cs (ii) 30.05 y 0.01 0.61 ± 0.66 0.0213 ± 0.0033

208Tl (iii) 3.06 min 100 107 ± 14 107 ± 11

210Pb (i) 22.3 y 30 30.0 ± 9.9 30.9 ± 3.2

212Bi (iii) 60.54 min 300 339 ± 56 323 ± 33

212Pb (iii) 10.64 h 200 237 ± 28 241 ± 24

214Bi (iii) 19.9 min 300 328 ± 39 395 ± 42

214Pb (iii) 26.8 min 100 114 ± 15 124 ± 14

228Ac (ii) 14.02 109 y 0.1 5.6 ± 2.6 0.132 ± 0.017

Table 1: The 12 simulated radionuclides, their subgroup, half-life and simulated activity. The

estimated activities after 1 min and a week are presented for the real aerosol filter measurement

with associated uncertainties (at k=2).

on the detector can be found in Appendix A or Paradis et al. (2017)).

3.1. Optimisation of the regularisation parameter β

In section 2, we highlighted that β is important to stabilise the activity

estimation procedure in time as it controls how much the estimated activity at

time s can deviate from its previous estimate.325

The impact of β is twofold: i) a large value will tend to slow down the estimation

in time and bias the estimates by giving too much weight to past time segments,

and ii) a small value will tend to favor newest measurements in the activity
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Figure 3: The median of the activity estimation of 7Be with respect to the value of beta on

1000 Monte-Carlo simulations.

update step leading to potential instability.

The optimization of the value of β also allows us to assess the convergence and330

performances of the algorithm as a function of β. To choose an efficient trade-

off for β, we performed simulations and found a good compromise between the

correct estimation of the activities and a rapid convergence of the algorithm at

each time step.

First, we can see in figure 3 the effect of the value of β on the estimation. As335

the value of β grows, so does the bias between the simulated activity and the

estimation provided by the algorithm. Indeed, a large value of β implies that the

update step only focuses on reducing the distance between the past estimation

and the new one, the new estimation will then be equal or near the previous

one. This is bad as the new information carried by the spectrum entering the340

analysis are not taken into account in the new estimation of the activities. As

it can be observed in figure 3 the larger β is the larger the bias is at the end of

the week-long measurement. For small values of β the effect is only to smooth

the consecutive estimations, indeed the memory kept in the estimation leads the

estimation at time s to be close to the new one at time s+1 while still allowing345

to converge to the correct estimation.
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Figure 4: The bias on the activity estimation with respect to the value of β. We focus on

small values of this parameter. The results are based on 1000 Monte-Carlo simulations.

After this first test we can focus on small values of β, the results of this

second study are presented in figure 4. In this figure we can see that the bias

of estimation does not vary a lot from one value of β to another as long as β

is reasonably low (ie : β ≤ 2). This allows to focus only on the computation350

time required to converge, indeed we want to find the smallest value of β that

allows to reduce the computation time. The computation time will be seen as

the number of iterations the algorithm needs at each time steps to converge

(we recall that the stopping criteria is the distance between two consecutive

iterations of the algorithm as viewed in equation 8).355

Figure 5 displays the evolution of the computation time with respect to the

value of β. One can observe that when the value of β increases, the computation

time reduces. Indeed, the loss function requires the algorithm to remain near

the estimation of the previous time segments and reduces the searching range

to a vicinity of this past estimation. The higher the value of β the smaller360

the vicinity, thus reducing the number of iterations of each time step. The

results of figure show that a good compromise between the convergence and the

computation time is β = 2. In fact, increasing the value of β does not reduce
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Figure 5: The mean number of iteration needed to converge (over the week of measurement)

with respect to the value of β.

the computation time as much after β = 2. On the other hand, we have seen

that allowing β to be high can create a significant bias on the estimation.365

3.2. Performances of the unmixing algorithm

In this section, we further explore the simulations with β = 2 and the results

of the estimation on high and low activities. The results of this section show the

performances of the proposed online spectral unmixing algorithm to estimate

the activity of 12 simulated radionuclides.370

The radionuclides we simulate, and their activities are presented in table 1.

We can split these radionuclides in three groups for analysis purposes : (i) the

high activities with long half-life, (ii) low activity and long half-life, (iii) short

half-life radionuclides. We focus on an example of each group (i) and (ii) and on

two examples for group (iii) as it contains high and low activities. The results375

of our algorithm on simulations are shown in figure 6.

For the first group, an example of which is the 7Be, the activity estimation

is not difficult, the activity is high and the long period ensures a stable presence

of the signature of these radionuclides in the spectrum. The correct estimation

is achieved after only 2 minutes of measurement and can probably be even380

quicker (for computation time of the simulation we did not test the algorithm

to a much finer segmentation than 2 minutes). The estimation of the activity
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Figure 6: Results on simulations of the unmixing algorithm. The error bars are the 10% and

90% quantiles of the estimations based on 1000 Monte-Carlo simulations.
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of the second group, such as 137Cs, is much harder, in fact we observe activities

that are close to the detection limit, the contribution of the radionuclides of

this group to the spectrum is thus close to zero. The estimation can be null385

in the first segments and be achieved only after a short measurement time is

observed. This is the case for 137Cs, for which the detection limit is achieved

only after 37h of measurement due to its really low simulated activity (0.01

Bq). For the radionuclides such as 123I or 214Bi, belonging to the third group,

we note that the activity estimation is stable through time and is correct after390

only a few minutes. This shows the performances of the temporal unmixing to

perform even for low level (1Bq of activity) radionuclides with short half-life (eg

13.22h in the case of 123I). The stable performances for these short half-lived

radionuclides are allowed thanks to the type of buffer that we adopted, that

keeps track of the past time segments as previously seen in section 2.2. The395

other radionuclides’ estimation behave the same as these examples depending

on their activities and half-life.

Concerning the uncertainties, it is important to note that the main factor

that impacts them is the half life of the radionuclides. In fact, if the period

is short then the radionuclides contribution to the new time segments tends to400

0, the uncertainty regarding its activity does not vary after this effect. On the

other hands, for long-lived radionuclides the uncertainties decrease as long as

the measurement is done and more and more statistics are taken into account.

The uncertainties presented in this section only concern the statistical variability

as the only random factor is the Poisson noise of the simulated spectra. The405

metrological uncertainties (around 10% of the estimated activity) must be added

to this in order to get the total uncertainty we show on the laboratory results.

This will be further explored in the next section where we will analyse the

results of the algorithm on real aerosol filter samples and real detector from our

laboratory.410
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4. Results on real aerosol filter sample

In this section, we show the results of the unmixing on real aerosol filter sam-

ple. We show that it performs very well on this sample, allowing to detect a few

Bq of 123I with a correct uncertainty after only a few minutes of measurement.

After the spectral signatures have been calibrated in energy and resolution to415

fit the observed spectrum we can estimate the activities of the 12 radionuclides

of interest. The number of channels of the spectra is C = 27 000 going from 30

keV to 2 730 keV.

The results of the algorithm are presented in figure 7. This figure presents

the activity estimation of the same radionuclides we showed in the simulations420

as they are representative of each group of radionuclides of interest. These

estimations are obtained using every new elements we presented in the past

section. We have adopted a buffer of size 5 thus reducing the size of the matrix.

We have chosen β = 2 as seen in section 3 so that we reduce the number of

iterations while keeping a correct activity estimation. Finally we chose to stop425

the update of the radionuclide if their expected number of counts was lower than

10 in the whole spectrum. The total number of segments is 355, we chose to have

a duration of 2 minutes for the first segment and to keep the same number of

counts for every time segment (each time segment thus having ∼ 26000 counts).

As we can see in figure 7 the estimation of every radionuclide is quick. Indeed430

except for 137Cs the estimation is stable after only 20-30 minutes of measure-

ment. The new algorithm allows us to estimate the activities as soon as possible

and to cope with a large number of spectra, which was impossible with the first

version of the data processing. This allows to detect 123I as soon as 2 minutes

after the measurement started. This radionuclide is not usually observed in435

the environment and shows the interest of our method for the early detection

of contamination. Indeed if the routine methods was used, observing a decay

period before the measurement starts and only estimate the activities after the

week-long measurement the contamination by 123I would have been missed or

given very late. These results show the performances of our new algorithm as440
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Figure 7: The results of the activity estimation on real aerosol filter samples for 7Be, 137Cs,

214Pb and 123I. The statistical uncertainties are computed following Xu et al. (2022b) and

the metrological uncertainties represent 10% of the estimated activities.
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Figure 8: The cumulative spectrum of the peak region of the 123I, we can see that the peak

growing as the measurement proceeds. We can note that the first estimations are based on a

really low number of counts showing the performances of the unmixing.

it is able to detect contamination out of a very complex spectrum in a very

short time and with an algorithm that is fast to compute and reliable. Figure

8 presents the peak of interest of 123I at the beginning of the measurement,

showing how minute it is in the first segments. The algorithm is still able to

detect the radionuclide and to estimate its activity correctly.445

The estimation of 137Cs is the hardest of the 12 radionuclides we are focusing

on in this paper, as it is at very low level (only a few mBq) it is the only one

where the estimated activity is of the same order of magnitude as the decision

threshold. We saw in the simulations that the correct estimation can be late

if the level is too low (0.01 Bq in the simulation). In the aerosol filter sample450

we analysed it seems that the activity of 137Cs is high enough so that the

detection is achieved after 20 minutes. But we can see a bias between the

estimation on the first few time segments (0.4-0.6 Bq) and the final estimation

(0.02 Bq). The estimation of radionuclides that are at the level of the decision

threshold is always problematic and the results must be given within the correct455

uncertainties.

The statistical uncertainties are computed via the Fisher information as

advocated in Xu et al. (2022b). The metrological uncertainties are composed of

a few different factors summing to about 10% of the estimated activity, namely,
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the slight variation of the geometry of the sample, its placement on the endcap of460

the detector, the efficiency calibration of the detector. The contributions of these

factors have been characterized empirically and are the standard uncertainties

used in the laboratory.. To obtain the decision threshold for a given radionuclide

n, we compute simulations with its simulated activity equal to 0(an = 0 in

equation 6) and take the quantile of the activity estimation corresponding to465

the α risk that we want (here α = 5% is taken).

5. Conclusion and perspectives

In this paper, we introduce an online spectral unmixing algorithm which

allows achieving radionuclide activity estimation from temporal gamma spec-

troscopy measurements. Following Malfrait et al. (2023). accounting for time470

information in the unmixing procedure provides early estimation of the radionu-

clides composing the spectra earlier in the measurement process at the cost of

large uncertainties at the beginning of the measurement reducing as the mea-

surement processes. Time segmentation allows taking into account the time

correlation in the unmixing algorithm and thus reduce the uncertainties and al-475

lows to deal with short-lived radionuclides such as the radon progeny. However,

processing measurements with increasingly shorter time segments entails cum-

bersome computation issues if the algorithm is not adapted to a large number of

time segments. To alleviate this bottleneck, the solutions we propose allows to

reduce the number of iteration of the algorithm we presented in Malfrait et al.480

(2023) and allows adapting the loss function so that the activity estimation at

time s − 1 is used at time s as a guideline so that the new estimation is not

too far from the precedent one. The results on real aerosol filter samples show

that contaminations with a few Bq of 123I can be correctly estimated after a

few minutes of measurement. This could not have been achieved in the routine485

measurement scheme where a decay period of 2-4 days is observed so that the

radon progeny decay and the spectrum simplifies.
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Appendix A. Detector

The HPGe detector used in this paper is a Broad Energy Germanium detec-

tor (BEGe5030, Mirion-Canberra). Its resolution is 0.5 keV at 59 keV, 1.2 keV490

at 662 keV and 1.8 keV at 1332 keV. Its relative efficiency is 51%. This setup is

used to measure aerosol filter collected by a high volume air sampler (700-900

m3/h). The 45 x 45 cm2 filters are compressed into standard 10 mL cylindrical

geometries (dimensions: ∅ = 52mm, h = 4.7mm). The detector is placed in the

shallow shielded room in the second basement of the laboratory under 3 meters495

of borated concrete to reduce the cosmic ray induced background. This 20m2

room is made of 10cm thick lead bricks internally covered by 5mm copper - so

that the telluric radioactive background is reduced by 2 orders of magnitude.

The detector is connected to a digital electronics (Pixie-4, XIA) allowing us to

proceed the data in list mode. This acquisition mode provides a list of all the500

detected events with time stamps and channel allowing us to separate the whole

acquisition into time segments of the duration we chose.

The background spectrum is considered to be constant throughout the mea-

surement. It is measured with the empty detector during a week and stan-

dardized to a second by dividing the intensity of each channel by the duration505

of the measurement. The background measurement has been measured a few

weeks before the aerosol filter measurement so that it is very close to the real

background during the sample measurement.
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